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1. MARKOV SEMIGROUP

In this chapter, we are interested in Markov semigroups which is a class of semigroups which enjoy
both a positivity and a “conservativity” property. The importance of Markov semigroups comes
from its deep relation with Markov processes in stochastic theory as well as from the fact that a
quite satisfactory description of the longtime behaviour of such a semigroups can be performed.

We start with the notion of positivity. It can be formulated in the abstract framework of Banach
lattices (X, ||-]|, >) which are Banach spaces endowed with compatible order relation or equivalently
with an appropriate positive cone X;. To be more concrete, we just observe that the following
three examples are Banach lattices when endowed with their usual order relation:

e X := (Cy(E), the space of continuous functions which tend to 0 at infinity (when F is not a
compact set) endowed with the uniform norm || - ||;

e X :=LP(FE)=LP(E,&,u), the Lebesgue space of functions associated to the Borel o-algebra &,
a positive o-finite measure p and an exponent p € [1, o0l;

e X := M(E) = (Cyo(E))', the space of Radon measures defined as the dual space of Cy(FE).

Here E denotes a o-locally compact metric space (typically £ C R?) and in the last example the
positivity can be defined by duality: p > 0 if (i, ) > 0 for any 0 < ¢ € Co(E).

Lemma 1.1. Consider X a Banach lattice (one of the above examples), a bounded linear operator
A on X and its dual operator A* on X'. The following equivalence holds:

(1) A is positive, namely Af >0 for any f € X, f > 0;

(2) A* is positive, namely A*p > 0 for any ¢ € X', ¢ > 0.

The (elementary) proof is left as an exercise. We emphasize that (f, ) > 0 for any ¢ € X/ (resp.
for any f € X ) implies f € X (resp. p € X/).

There are two “equivalent” (or “dual”) ways to formulate the notion of Markov semigroup.

Definition 1.2. On a Banach lattice Y D Co(FE) we say that (P;) ia a (constants conservative)
Markov semigroup if

(1) (P;) is a continuous semigroup in'Y ;

(2) (P;) is positive, namely P, > 0 for any t > 0;

(3) (P:) is conservative, namely 1 € Y and P,1 =1 for any t > 0.
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Definition 1.3. On a Banach lattice X C MY (E) we say that (S;) ia a (mass conservative)
Markov semigroup if

(1) (S¢) is a (strongly or weakly * continuous) continuous semigroup in X ;

(2) (S) is positive, namely Sy > 0 for any t > 0;

(3) (St) is conservative, namely (S f) = (f), Vt >0, V f € X, where (g) := (g,1).

The two notions are dual. In particular, if (P;) is a (constants conservative) Markov semigroup
on Y D Cy(E), the dual semigroup (S;) defined by S; := P on X := Y’ is a (mass conservative)

Markov semigroup. In the sequel we will only consider (mass conservative) Markov semigroups
defined on X C LY(E).

Markov semigroup and semigroup of contractions for the L' are closely linked.
Proposition 1.4. A Markov semigroup is a semigroup of contractions for the L' norm. In the

other way round, a mass conservative semigroup of contractions for the L' norm is postive, and
thus it is a Markov semigroup.

Proof of Proposition 1.4. We fix f € X and t > 0. We write

|Stf| = |Stf+_Stf—|
|Sef+] + 1S f-|
Sify +Srf-
= S fl,

where we have used the positivity property in the third line. We deduce

[1sis1< [sin= [ 111,

because of the mass conservation. The reciprocal part is left to the reader. O
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We may also characterize a Markov semigroup in terms of its generator.

Theorem 1.5. Let S = Sg be a strongly continuous semigroup on a Banach space X C L*. There
18 equivalence between

(a) S is a Markov semigroup;

(b) L*1 =0 and L satisfies Kato’s inequality

(sign f)Lf < LIfI, ¥ € D(L).

Partial proof of Theorem 1.5. Step 1. We prove (a) = (b). On the one hand, for any f € D(L)
and any 0 < ¢ € D(L*), we have

lim 2 {0, (sinf)(S(0)f ~ 1))
lng (s, S(2)f1 ~ 1)

lmy & (4 S(0111 - 1)

= Jim (5" ()%~ .17

= (1),

where we have used the inequality (signf)g < |g| in the second line and the positivity assumption
in the third line. That inequality is the weak formulation of Kato’s inequality. On the other hand
and similarly, for any f € D(L), we have

<[,*1,f> = <1’£f>
= Jim S (1LS(0f ) =0,

(¢, (signf)Lf)

IN

IN

by just using the mass conservation property. The reciprocal part is left to the reader. O



CHAPTER 5 - MARKOV SEMIGROUP 3

2. ASYMPTOTIC OF MARKOV SEMIGROUPS

2.1. Strong positivity condition and Doeblin Theorem. We consider the case of a strong
positivity condition.

Theorem 2.1 (Doeblin). Consider a Markov semigroup S; such that
Srfzavi(f), VfeXy,
for some constants T > 0 and o € (0,1) and some probability measure v. There holds
1Seflle < Ce”|fller, VE20,VfeX, (f)=0,
for some constants C' > 1 and a < 0.

Proof of Theorem 2.1. We fix f € X such that (f) = 0 and we define n := av{f;) = av(f_). We

write

|ST f] |Stfr —n—Srf-+n)
< ISrfy —nl+|Srf- —nl
= Srfy —n+Srf-—n,

where in the last equality we have used the Doeblin condition. Integrating, we deduce

A

[isent < [sere=atira+ [ ser- - atir)
< [t-atts [1-alr)
< a-a) I
By induction, we obtain a := [log(1l — «)]/T and C := exp||a|T]. O

2.2. Geometric stability under Harris and Lyapunov conditions. We consider now a semi-
group S with generator £ and we assume that

(H1) there exists some weight function m : R — [1, 00) satisfying m(x) — oo as  — oo and there
exist some constants o > 0,b > 0 such that

L'm < —am +b;
(H2) for any R > 0 there exist a constant 7" > 0 and a positive and not zero measure v such that
Srf>v f, VfeX,.
Br
Proposition 2.2 (Doeblin). Consider a Markov semigroup S on X := L'(m) which satisfies (H1)
and (H2). There holds
1Sefllremy < Ce” | fllnrmy, VE=0,VfeX, (f)y=0,
for some constants C' > 1 and a < 0.
We start with a variant of the key argument in the above Doeblin’s Proposition.
Lemma 2.3 (Doeblin’s variant). Under assumption (H2), if f € L'(m), with m(z) — oo as

|x| — oo, satisfies

4
(2.1) Hf”leWHf”Ll(m) and (f) =0,

we then have

ISefller < (- sl
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Proof of Lemma 2.3. From the hypothesis (2.1), we have
f+ = / fe— | Jfx
Br Bg,

> 5 [ 11— [ 1= 1 [151

sefe2 % [ U=

Together with (H2), we get

We deduce
ISTf| < [Srf+ =l + [Svf- —nl = Srfy —n+ Svf-—n=57|f| - 2n,
and next
[1seni< [sen=2 [n=[151-w)5 [ 151
which is nothing but the announced estimate. O

Proof of Theorem 2.2. We split the proof in several steps.
Step 1. We fix fo € L*(m), (fo) = 0 and we denote f; := S;fo. From (H1), we have

d
%Hft”Ll(m) < —allfllpromy + 0l fel 21,

from what we deduce

_ oy D
fellzrgmy < el follrom) + (1 —e at)aHfOHLl vt > 0.
In other words, we have proved

(2.2) 1S follr(m) < Al follromy + Kl follzrs

with v € (0,1) and K > 0. We fix R > 0 large enough such that K/A < (1 — ~)/2 with
A :=m(R)/4. We also recall that

(2.3) ST follzr < || follz1-
We define
Ifllg == [Ifllr + Bl fllLremy, B >0,

and we observe that the following altenative holds

(2.4) [ follLr(m) < Allfoll 1

or

(2.5) 1 follLrmy > All foll 1

Step 2. We observe that under condition (2.4), there holds

(2.6) 1S follr < mllfollLr, 71 €(0,1),

and more precisely 71 := 1 — (v)/2, which is nothing but the conclusion of Lemma 2.3.
Step 3. We claim that under condition (2.4), there holds

7 +1
(2.7) 1Sz olls < vallfolls, 2 = max(H==,7)
for 8 > 0 small enough. Indeed, using (2.2) and (2.7), we compute
ISt folls = [STfoller + BIST follLr(m)

< (m+KB)foller + Bl follLrmys
and we take § > 0 such that v + K8 < vs.
Step 4. We claim that under condition (2.5), there holds
v+1

(2.8) 157 follromy < sl follremy, 5= ——
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Indeed we compute
K
157 foll L1 my < Yl follrmy + Z [ follzrmy = 351l foll 1)

Step 5. We claim that under condition (2.5), there holds

1
(2.9) I1Srfolls < vall follg, v = 713:1//5

Indeed, using (2.3) and (2.8), we compute

1S follg 157 follr + BIST foll Lt (m)

Il follzr + 3Bl follr (m),

(=&l follr + (e +13B)l foll L2 (m),
and we choose € € (0,1) such that 1 —e =¢/5 + 3.

Step 6. By gathering (2.7) and (2.9), we see that we have

IAIA

ST follg < sl follgs 75 := max(y2,74) € (0,1),

for some well choosen 8 > 0. By iteration, we get

1Snr folls < 51l folls

and we then conclude in a standard way. O

3. AN EXAMPLE: THE RENEWAL EQUATION

We will discuss now the renewal equation for which we apply some of the results of the preceding
sections in order to get some insight about its qualitative behavior in the large time asymptotic.
We are thus interesting by the renewal equation

3.1) {atf+a$f+af=0
. f(t70):pf(t)7 f(O,a:):fo(x),
where f = f(t,z), t >0,z >0, and

py = / " g) aly) dy.

Here f typically represents a population of cells (particles) which are aging (getting holder), die
(disappear) with rate a > 0, born again (reappear) with age = 0 and has distribution fy at initial
time. At least at a formal level, any solution of (3.1) satisfies

d oo oo o o0

—/ fdx:/ (—Gmf—af)dx:[—f] —/ afdx =0,

dt Jo 0 0 0

so that the mass is conserved. Similarly, we have
d o0 o0 o o0
G | Wide= [ odn—alfyae=[-I7117 - [ alflds <o,
dt Jo 0 0

so that the sign of the solution is preserved by observing that g— = (Jg| + ¢)/2 and using the
above two informations. That seems to indiquate that if (3.1) defines a semigroup, this one is a
L' Markov semigroup.

Preliminarily, we consider the (simpler) transport equation with boundary condition
(3.2) {8tf+6wf+af=0
f(t,O) :p(t)a f(O,CC) :fO(‘T)v
with fo and p are given data. We observe that when f is smooth (C!) and satisfies (3.2), we have
d xT
S+ sa e 9] =0, A) = [ alw)d
0

from what we deduce
f(t, x)eA(”’) =f(t—s,x— s)eA(x_s),
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when both terms are well defined. Choosing either s =t or s = x, we get
(3.3) F(t.@) = fole — ) e AO Ly 4 p(t — ) e Loc.

In the other way round, we may check that for any smooth functions a, fo, p, the above formula
gives a classical solution to (3.2) at least in the region {(t,z) € R%, z # t}, and thus a weak
solution to ( in the sense

(34) / / f(=0wp — Op0 + ay) dadt f/ fo(x)e(0,z) dz — /OOO p(t)p(t,0)dt =0,

for any ¢ € C} (Ri) It is worth noticing that this last equation is also the weak formulation of
the evolution equation with source term

atf+awf+af:p(t)507 f(()?x) :fo(x)v
defined on the all line (that is for any = € R).
At least at a formal level, for any solution f to (3.2), we may compute

d

G s =115 = [ alsian <ot

so that
T
(35) sup [£0)z: < lfollss + | Ioto)lat.
(0,77 0
Lemma 3.1. Assume a € L. For any fo € L*(R}) and o € LY(0,T) there exists a unique weak

solution f € C([0,T); L*(Ry.)) associated to equation (3.2).

Proof Lemma 3.1. Step 1. Existence. When a € Cy(Ry) and fo,p € C}(Ry) the solution is
explicitly given thanks to the characteristics formula (3.3). In the general case, we consider three
sequences (ag), (fo,e) and (pc) of Cy(R4) and C!(R,) which converge appropriately, namely a. — a
a.e. and (a.) bounded in L*°, fo. — fo in L}*(R,) and p. — p in L*(0,T), and we see immediately
from (3.5) that the functions (f;) and f defined thanks to the characteristics formula (3.3) satisfy
f- — fin C([0,T]; L'). As a consequence, we may pass to the limit in (3.2) and we deduce that
f is a weak solution to equation (3.2).

Step 2. Uniqueness. Consider two weak solutions f; and fy to equation (3.2). The difference
f:= fo — f1 satisfies

(3.6) / / F (=040 — Dup + ap) dadt — 0,
0 0

for any ¢ € C}(R%) and thus also for any ¢ € C.(R%) N WH>°(R%). Introducing the semigroup
(Seg) (@) =gl —t) eA=D=A@ 1

associated to equation (3.2) with no boundary term, its dual is
(S;9)(x) == (x + 1) AOTACHD vy € Lo(Ry),
and (S;) is well-defined as a semigroup in C, N W'>(R}.). Now, for ¢ € CL(R%), we define

T
olt,z) = / (St (s, )) (@) ds
T
/ (s, + s —t) MDA gs e O(R2) N W (RE),
t

and we compute
Opp(t, ) = /T[axw(s, r4+s—t)+ (s, x+s—t)(a(z) — alz + s — t))] @A@Y g
from what we c;educe
Opp(t,r) = —y(t,r)+ /T[c’)zw(s, T+s—t)+P(s,x+s—t)a(x+s—t)] @ A@T— g
t

—¢(t7 m) - aw@(t? l‘) + a(x)<p(t7 .’1?)



CHAPTER 5 - MARKOV SEMIGROUP 7

Using then this test function ¢ in (3.6), we get

/ fodedt =0, Ve CHRL),
o Jo

and finally f1 = fo. 0
We are now in position to come back to the renewal equation (3.1).

Lemma 3.2. Assume a € L. For any fo € L'(Ry), there exists a unique global weak solution
f € C(R.; LY (Ry)) associated to equation (3.1). We may then associate to the renewal evolution
a Markov semigroup.

Proof Lemma 3.2. We define &7 := C ([0, T]; L*(R,)) and for any g € Er, we define f := ®(g) € &r
the unique solution to equation (3.2) associated to fo and p(t) := pg) € C([0,T]). For two given
functions g1, g2 € Er and the two associated images f; := ®(g;), we observe that f:= fo — f1 is a
weak solution to equation (3.2) associated to f(0) = 0 and p(t) := pg,(¢)—g,(t)- The estimate (3.5)
reads here

T T oo
s (5~ O < A mmm-mmnmfgé A a(y)|(gs — g1)(t,y) dydt

Tllal Lo sup (g2 — g1) (@)l 1-

)

IN

Taking first T small enough such that T'||a]|L~ < 1, we get the existence and uniqueness of a fixed
point f = ®(f) € Ep, which is nothing but a weak solution to the renewal equation (3.1). Tterating
the argument, we get the desired global weak solution f € C(Ry; L*(R,)).

We may apply the results of the first section in the semigroup chapter 3 in order to get the existence
of a semigroup S; associated to the evolution problem (3.1). This semigroup is clearly positive.
That can be seen by construction for instance. Indeed, if g € Ery = { g € Ep, g > 0}, then
f=®(g) € Er 4 from the representation formula (3.3), and the fixed point argument can be made
in that set. Next, from (3.4), we classical deduce (see chapter 2) that

/f@Rdx—/ fO‘PRdl"F// wa—l—cupR)dxds—i—/ p(s)ds

for pr(z) := p(z/R), ¢ € CL(Ry), 1p,1) < ¢ < 1jg2. We get the mass conservation by passing to
the limit as R — oo. O

Lemma 3.3. Assume furthermore liminfa > ag > 0. There exists a unique stationary solution
F € Wh(R,) to the stationary problem

0. F+aF =0, F0)=pr, F>0, (F)=1.

Proof Lemma 3.3. From the first equation we have F(z) = Ce~4(®) 5o that the boundary condition
is immediately fulfilled and the normalized condition is fulfilled by choosmg C = (e 4@ =1 Tt is
worth noticing that the additional assumption implies (e~4(®)) < 0o so that C' > 0 and the same
is true for F. O

Lemma 3.4. We still assume a € L™ and liminfa > ag > 0. There exist C > 1 and o« < 0 such
that for any fo € LY(R.) the associated global solutionf to the renewal equation (3.1) satisfies

1) = (fo) Fllzr < Ce* || fo = (fo)Fllzr, Vt=0.

Proof Lemma 3.4. We check Harris condition. We observe that a > ag/21;>,, for some zy > 0.
We then set T := 2x¢ > 0 and we take 0 < fo € L'(R,). From (3.3), we have

(37> f(T7 .27) > Pf(T—x,) e_A($) 1£L‘<T/2'
with

Ptz = / a(y) (T — 2,y) dy

> /f —x,y)dy,
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Using the representation formula (3.3) again, we have

f(T—zy) > foly+z—T) e~ (AW —Aly—(2-T))) 1ysT o
> foly+a—T)e Dl 1yors,
so that
a o0 o
Pf(T—ay) = 30 foly+a—T)1ysr_, dye @ Dlal

Zo

a e’} o )
= ?O/ Fo(2) Losggar dz e @ Dllallx,
0

Together with (3.7), we obtain

a > —(x— a —A(x
1) = P [ o) Lsmpar de Pl A0
0

= va) [ P de vw)im Pl AR
0

which is precisely a Harris type lower bound. We conclude thanks to Theorem 2.1.
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